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Princeton	
  Plasma	
  Physics	
  Laboratory	
  

US	
  Dept.	
  of	
  Energy	
  
Office	
  of	
  Science	
  
Na=onal	
  Laboratory	
  	
  	
  

• 	
  ~500	
  FTE	
  employees	
  
	
  	
  	
  incl.	
  20	
  postdocs	
  
• 	
  38	
  graduate	
  students	
  
~	
  350	
  visi=ng	
  scien=sts	
  
	
  	
  	
  	
  	
  	
  (40	
  resident)	
  
	
  
Founded	
  1951	
  
	
  
Managed	
  &	
  operated	
  	
  
by	
  Princeton	
  University	
  
	
  
www.pppl.gov	
  
	
  
	
  



PPPL	
  Focus	
  is	
  on	
  Fusion	
  and	
  Plasma	
  Physics	
  
•  Magne=c	
  fusion	
  (primarily)	
  

– How	
  to	
  improve	
  plasma	
  confinement	
  efficiency?	
  
–  Compact	
  configura=ons;	
  simpler	
  systems	
  
–  Predic=ve	
  understanding,	
  scien=fic	
  founda=ons	
  for	
  fusion	
  
–  Integrated	
  physics	
  &	
  engineering	
  reactor	
  studies	
  

•  Plasma	
  astrophysics,	
  extreme	
  states	
  of	
  maYer	
  
– HEDP	
  	
  

•  Novel	
  plasma	
  applica=ons	
  
– Diagnos=c	
  techniques	
  
– Accelerators	
  
– Materials	
  processing,	
  nano-­‐material	
  produc=on	
  



PPPL	
  Strengths	
  &	
  Collabora=on	
  Opportuni=es	
  
•  Theory	
  &	
  modeling	
  	
  

For	
  a	
  wide	
  range	
  of	
  configura=ons	
  

•  Advanced	
  diagnos=c	
  approaches	
  

•  Engineering	
  design	
  and	
  modeling	
  
–  System	
  design:	
  mechanical,	
  electrical,	
  	
  

	
  vacuum,	
  cryogenic,	
  rad.	
  safety	
  
–  Hea=ng	
  systems:	
  neutral	
  beams,	
  RF,	
  high	
  power	
  

accelerators	
  
–  Pulsed	
  power	
  (on	
  site:	
  2GJ	
  stored,	
  ~1GW	
  pulsed)	
  

•  Construc=on,	
  opera=on	
  of	
  large	
  &	
  small	
  
collabora=ve	
  facili=es	
  
–  NSTX-­‐U	
  
–  LTX,	
  MRX,	
  FLARE	
  
–  PFRC-­‐2,	
  Paul-­‐trap	
  simulator,	
  Plasma-­‐nano	
  lab.,	
  

proto-­‐Ptolemy	
  

c.3.1 Internal Coil System

Figure 5: The MRD device and its major components.

Flux Cores. The flux cores are used to produce plasma
and also to drive reconnection (Fig. 6 shows design). They
are similar to those used in the S-1 and MRX (comparisons
shown in Table 4). The toroidal winding forms are ma-
chined from stacks of high density structural foam board
rings. The toroids are cut horizontally in 4 layers to per-
mit the (6) flux core PF turns to be supported in poloidally
machined slots in the winding form.

Both the PF and TF windings for MRD will utilize an
AWG 3 cable with a central coolant tube, which will be
custom manufactured by New England Wire Technologies.
The PF coils are pulsed at levels up to 80 kA for 0.5 ms by
a 788 kJ capacitor bank at 20 kV.

The flux core TF coil is wound into grooves machined
into the surface of the toroid to provide support against
electromagnetic loads. The 72 turn winding is divided into
(3)-24 turn segments to facilitate manufacturing and cool-
ing. The TF windings are pulsed at levels of up to 52 kA for
durations of 0.26 ms powered by 101 kJ capacitor bank at
18.8 kV. A toroidal shell outside of the windings are used
to reduce ripples. The shell is also split horizontally and
vertically to reduce the time constant of induced eddy cur-
rents. The outer surface of the completed toroid will be
coated with a plasma sprayed Inconel coating to provide a low sputtering interface with the plasma.

Figure 6: The MRX flux core design. Grooves were ma-
chined into a G-10 fiberglass toroid to form pockets for the
TF cable. The toroid is split to permit the PF windings to be
located inside. The MRD flux core will be constructed in a
similar manner.

As with MRX, the electrical cables from the flux
core windings will be fed through the vacuum ves-
sel using Wilson-type seals. This permits connection
to the power supply and water systems outside of the
vacuum vessel. The flux core positions are adjustable
using the adjustment scheme from MRX. The flux
core legs are supported on the vacuum vessel domes
by fiberglass sleeve bearings. The core position is
manually adjusted and held via Acme threaded rods.
Driving Coils (DC). The driving coils are used to
drive and control reconnection, in addition to the drive
by flux core PF coils. Their construction will be sim-
ilar to that used for the so-called “shaping coils” in
MRX. AWG 2 cable containing a central water cool-
ing tube will be threaded through a vacuum “T” fitting
which is connected to the ends of a stainless steel pipe
rolled in a ring to the coil major radii (either 250 mm
or 750 mm). Epoxy is poured into the assembly af-
ter the cables are installed to transfer electromagnetic

loads to the pipe. The cables will be routed out of the vacuum vessel through Wilson-type vacuum seals.
These coils are powered by capacitor banks at currents up to 25 kA and pulse durations of about 0.2 ms
either by a 38 kJ bank at 19.6 kV or a 23 kJ bank at 12.3 kV.
c.3.2 External Coil System
Guide Field (GF) Coils. The GF coil system, shown in Fig. 5, generates a field of 0.5 Tesla in the toroidal
direction at R=0.75 m with a flattop duration of 3 ms. AWG 3/0 cable with a central water cooling tube
similar to that used for the flux core will be used for the central leg portions and the portions located in
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NSTX-­‐U	
  

LTX	
  

FLARE	
  



HYbrid and MHD simulation code (HYM): Models 

•  3-D nonlinear MHD 
•  Physical models: 
        -  Resistive MHD & Hall-MHD. 
        -  Hybrid (fluid electrons, particle ions). 
        -  MHD/particle (one-fluid thermal   
           plasma + energetic particle ions).  
•   Full-orbit kinetic ions. 
•  Delta-f or full-f numerical scheme. 
•  Self-consistent equilibria, including beam 

ion effects [Belova et al, Phys. Plasmas 2003]. 

•  Flexible geometry/ adaptive grid.	
  
•  Flexible boundary conditions: 

- Periodic, perfectly conducting, end-shorting,  
applied value of E at the ends, and etc.  

•  Parallel (3D domain decomposition, MPI). 
•  IDL and VisIt visualization. 
 

 

HYM shows good parallel scaling up to 500 processors for 
production-size jobs, and allows 3D MHD simulations of 
spheromak merging to be performed in < 2 wall-clock hours. 

(a) Example of an adaptive grid. (b-c) Toroidal velocity from 
2D hybrid simulations and MHD simulations of counter-
helicity spheromak merging. 



 

          

HYbrid and MHD simulation code (HYM): Applications 
 

•  ICC Theory and Modeling  
  - Thermal ions kinetic effects on FRC 
    stability. 
  - Effects of beam ions on FRC stability. 
  - FRC spin-up mechanisms. 
  - 3D MHD, Hall-MHD, and Hybrid 
    simulations of spheromak merging  
    (co- and counter-helicity). 
  - 3D simulations of the MRX-magnetic 
    arc experiments. 

•  FRC – Tri-Alpha collaboration 
   - Rotation control 
   - n=2 rotational and n=1 wobble modes. 
   - Beam ions effects. 

•  NSTX 
   - Sub-cyclotron frequency Alfven 

eigenmodes (GAE and CAE). 
 

3D MHD simulation of 
magnetic flux-rope 
evolution. 

3D field-line plots of initial and relaxed states from co-helicity 
merging simulations. The final magnetic structure is a minimum-
energy Taylor-eigenstate. 

3D hybrid simulation of FRC with end-shorting boundaries. 



XGC	
  Thermal-­‐plasma	
  simula=on	
  	
  

(a) whole-volume simulation in XGC

Core	plasma	
(hot,	collisionless)	

Edge	region	
(large	gradients)	

X-point	(poloidal	
magne8c	field	vanishes)	

Wall	
boundary	

Separatrix	
(white	line)	

“Scrape-off	layer	
(cold,	collisional	plasma	
		neutral	atomic	physics)	

Divertor	
region	

(b) whole-volume mesh on poloidal plane
Figure 3.4: (a) whole volume tokamak simulation of XGC using many toroidal decomposition. (b) Unstructured
triangular mesh in XGC maps the entire tokamak cross-section, including the divertor separatrix surface and
the irregular wall structure. Figure (a) used the DIII-D geometry, and Fig. (b) used ITER geometry with
artificially coarsed mesh for a better visualization.

written largely in Fortran 2003 and has been tested on all common compilers (including Intel, PGI, and Cray).
Beyond BLAS/LAPACK/SCALAPACK and FFTW (or Intel MKL), the PETSc and SLEPc libraries are nec-
essary for an e�cient operation. For instance, a SLEPc solver is used to automatically compute the linear
eigenvalue spectrum for all simulations, allowing together with a nonlinear adaptation scheme an optimal
choice of the time step. For output, MPI-I/O, HDF5, and ADIOS can be employed, and we will standardize
using ADIOS for this project. GENE is currently used for production runs on a large number of HPC systems,
including Titan, Stampede, Edison, Cori, SuperMUC (in Germany), and Helios (in Japan).

3.2.1 Physical Models

One of the many strengths of the proposed GENE-XGC coupling lies in the fact that both codes share a
common set of governing equations, and both codes have already produced cutting-edge scientific discoveries in
their physical domains using extreme-scale HPCs: GENE in the core, and XGC in the edge. Development of
new physics features will not be required for the integration tasks which are necessary for the proposed exascale
target simulations. Science applications can be made from the integrated code using the largest available HPC
platforms when the integration framework is in place. As the two codes develop new physics capabilities in
the future, they can be incorporated in the integration framework using a service oriented architecture. In the
beginning of the project, adequate cross-verifications will be required to ensure that the solutions provided by
the two codes are in agreement in overlapping domains. This will be a pre-requisite to a mutually consistent
evolution of the core and the edge plasma through stable tight coupling.

In the second phase of the proposed WDM (probably after four years), a few secondary codes will be
integrated into the core-edge framework to complete the whole device physics. These secondary codes represent
physics models that are scale-separable from the gyrokinetic physics, and will largely be integrated using
mathematically loose coupling. Most of these secondary modules are available today, except for the plasma-
material interactions module. However, it is expected that the latter will be available before the second phase
of the project starts.

Current state-of-the-art integrated simulations employ reduced transport equations with numerous free
parameters. These free parameters are chosen and adjusted empirically, and not derived from first principles.
The proposed development plan for a WDM, which is based on integration of two codes at the fundamental
kinetic level and will be validated by experiments, will result in a high-fidelity simulation tool for the accelerated
advancement of fusion power plant design.

7

•  Gyrokine=c,	
  full-­‐f	
  or	
  delta-­‐f	
  	
  PIC	
  

•  Can	
  handle	
  any	
  field-­‐line	
  topology	
  
including	
  open	
  field-­‐lines	
  	
  
-­‐	
  Divertor	
  and	
  wall	
  interac=ons	
  

•  Electromagne=c	
  or	
  electro-­‐sta=c	
  
turbulence	
  

•  Unstructured	
  triangular	
  mesh	
  
	
  -­‐	
  fully	
  parallel	
  calcula=ons	
  

	
  
•  Uses	
  magne=c	
  field	
  distribu=on	
  

from	
  separate	
  MHD	
  calcula=on.	
  	
  
Tighter	
  integra=on	
  is	
  proposed	
  as	
  
part	
  of	
  Exascale	
  ini=a=ve.	
  



Imaging	
  X-­‐ray	
  Spectroscopy	
  	
  

•  Ini=ally	
  developed	
  for	
  magne=c	
  fusion,	
  deployed	
  broadly	
  
–  Profiles	
  of	
  Ti,	
  Te,	
  rota=on	
  velocity	
  
–  Time	
  resolu=on	
  like	
  framing	
  cameras	
  

	
  
	
  
•  Similar	
  concepts	
  developed	
  for	
  HEDP,	
  lasers	
  &	
  pulsed	
  power	
  

–  OMEGA-­‐EP,	
  NIF	
  
–  1D	
  profiles	
  of	
  Ti,	
  Te,	
  density	
  
–  2D	
  imaging	
  of	
  compression	
  

	
   	
  	
  
•  Opportuni=es	
  for	
  MTF	
  using	
  forbidden	
  EUV	
  lines	
  for	
  measuring	
  

magne=c	
  field	
  
•  Opportuni=es	
  for	
  medical	
  imaging	
  and	
  EUV	
  lithography	
  



Collabora=ons	
  with	
  Private	
  Companies	
  (examples)	
  
•  Tri-­‐Alpha	
  Energy	
  

–  3D	
  kine=c-­‐MHD	
  simula=ons	
  (HYM)	
  and	
  neutral	
  transport	
  (DEGAS2)	
  
–  Diagnos=c	
  systems	
  and	
  techniques	
  

•  Princeton	
  Satellite	
  Systems	
  
–  FRC	
  fusion-­‐powered	
  high-­‐specific	
  	
  
	
  	
  	
  	
  	
  impulse	
  rocket	
  engine	
  
–  Reduced	
  neutron	
  produc=on	
  in	
  small	
  	
  
	
  	
  	
  	
  	
  fusion	
  systems	
  

	
  	
  
•  Lockheed	
  Mar=n	
  	
  

–  Hall	
  effect	
  thruster	
  and	
  spacecrag	
  component	
  plume	
  interac=ons	
  

•  Corning,	
  Inc.	
  	
  
–  Radiological	
  analysis	
  of	
  glass	
  

	
  PPPL	
  is	
  ac=vely	
  interested	
  in	
  collabora=ng	
  on	
  fusion	
  
applica=ons	
  and	
  approaches.	
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PPPL:	
  Broad	
  &	
  Strong	
  Collabora=ons	
  

•  Collabora=on	
  on	
  PPPL	
  ac=vi=es	
  

•  Collabora=on	
  on	
  world-­‐wide	
  	
  
	
  experiment	
  
DIII-­‐D	
  
NIF,	
  Omega	
  
Wendelstein	
  7-­‐X	
  (Germany)	
  
MAST	
  (UK)	
  
KSTAR	
  (S.Korea)	
  
EAST	
  (China)	
  
ITER	
  
.	
  
.	
  

•  Experiment	
  proposals	
  
•  Analysis	
  and	
  theory	
  
•  Diagnos=cs	
  
•  New	
  facility	
  components	
  

W	
  7-­‐X	
  



NSTX	
  Upgrade	
  

CS	
  Casing	
  

HHFW	
  System	
  

1st	
  NBI	
  

2nd	
  NBI	
  

NSTX-­‐U	
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Double	
  B	
  :	
  1	
  T	
  

Double	
  IP	
  :	
  2	
  MA	
  

Double	
  hea=ng	
  
Power	
  	
  

5X	
  in	
  pulse	
  
length	
  to	
  5	
  sec	
  
	
  
CD4	
  on	
  schedule	
  
and	
  budget.	
  

Research	
  opera=on	
  resumed:	
  December	
  2015.	
  



Lithium	
  Tokamak	
  Experiment	
  (LTX)	
  
an	
  exploratory	
  experiment	
  

The image part with relationship ID rId2 was not found in the file.

liquid	
  Lithium	
  wall	
  (pool	
  at	
  boYom,	
  coa=ng	
  by	
  evapora=on)	
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Plasma	
  pervades	
  the	
  universe	
  at	
  all	
  scales	
  

Major questions in astrophysics: 
 Dark energy drives expansion of the universe 
 Dark matter controls largest structures of the universe 
 Plasma processes are key in understanding much of the rest 

Heliophysics	
  
(<10-­‐4	
  light	
  year))	
  

Astrophysics	
  
(>106	
  light	
  year)	
  



LTX	
  -­‐-­‐	
  Greatly	
  Enhanced	
  Confinement	
  with	
  
Liquid	
  Li	
  Boundary	
  

• 	
  	
  Confinement	
  enhancements	
  up	
  to	
  10x	
  standard	
  scaling	
  with	
  liquid	
  surface	
  
• 	
  	
  Will	
  extend	
  to	
  4	
  m2	
  of	
  liquid	
  lithium	
  surface	
  
• 	
  	
  Collabora=on	
  on	
  EAST	
  of	
  flowing	
  liquid	
  lithium	
  limiter	
  

R.	
  Majeski	
  
J.	
  Schmidt	
  



Magne=c	
  Reconnec=on	
  Experiment	
  (MRX)	
  

Reconnec3on	
  affects	
  stellar	
  flares,	
  magne3c	
  
storms,	
  affects	
  star	
  forma3on,	
  astrophysical	
  
jets,	
  	
  par3cle	
  accelera3on……….	
  

MRX	
  has	
  made	
  pioneering	
  contribu3ons	
  to	
  
magne3c	
  reconnec3on,	
  



New	
  reconnec=on	
  experiment	
  	
  
under	
  construc=on	
  	
  (FLARE)	
  

•  Reconnec=on	
  in	
  regimes	
  more	
  relevant	
  to	
  astrophysics	
  

•  Funded	
  by	
  NSF,	
  through	
  Princeton	
  University	
  

•  ~	
  40	
  commiYed	
  “collabora=ve	
  users”	
  
	
  	
  	
  	
  	
  (experiment,	
  theory,	
  observa=on,	
  space	
  

	
  physics,	
  astrophysics)	
  
	
  
•  Three	
  year	
  construc=on	
  

	
  Cost	
  ~	
  $4.3M,	
  	
  
	
  	
  	
  	
  	
  	
  Including	
  $1.2M	
  University	
  contribu=on	
  
	
  	
  	
  	
  	
  	
  

c.3.1 Internal Coil System

Figure 5: The MRD device and its major components.

Flux Cores. The flux cores are used to produce plasma
and also to drive reconnection (Fig. 6 shows design). They
are similar to those used in the S-1 and MRX (comparisons
shown in Table 4). The toroidal winding forms are ma-
chined from stacks of high density structural foam board
rings. The toroids are cut horizontally in 4 layers to per-
mit the (6) flux core PF turns to be supported in poloidally
machined slots in the winding form.

Both the PF and TF windings for MRD will utilize an
AWG 3 cable with a central coolant tube, which will be
custom manufactured by New England Wire Technologies.
The PF coils are pulsed at levels up to 80 kA for 0.5 ms by
a 788 kJ capacitor bank at 20 kV.

The flux core TF coil is wound into grooves machined
into the surface of the toroid to provide support against
electromagnetic loads. The 72 turn winding is divided into
(3)-24 turn segments to facilitate manufacturing and cool-
ing. The TF windings are pulsed at levels of up to 52 kA for
durations of 0.26 ms powered by 101 kJ capacitor bank at
18.8 kV. A toroidal shell outside of the windings are used
to reduce ripples. The shell is also split horizontally and
vertically to reduce the time constant of induced eddy cur-
rents. The outer surface of the completed toroid will be
coated with a plasma sprayed Inconel coating to provide a low sputtering interface with the plasma.

Figure 6: The MRX flux core design. Grooves were ma-
chined into a G-10 fiberglass toroid to form pockets for the
TF cable. The toroid is split to permit the PF windings to be
located inside. The MRD flux core will be constructed in a
similar manner.

As with MRX, the electrical cables from the flux
core windings will be fed through the vacuum ves-
sel using Wilson-type seals. This permits connection
to the power supply and water systems outside of the
vacuum vessel. The flux core positions are adjustable
using the adjustment scheme from MRX. The flux
core legs are supported on the vacuum vessel domes
by fiberglass sleeve bearings. The core position is
manually adjusted and held via Acme threaded rods.
Driving Coils (DC). The driving coils are used to
drive and control reconnection, in addition to the drive
by flux core PF coils. Their construction will be sim-
ilar to that used for the so-called “shaping coils” in
MRX. AWG 2 cable containing a central water cool-
ing tube will be threaded through a vacuum “T” fitting
which is connected to the ends of a stainless steel pipe
rolled in a ring to the coil major radii (either 250 mm
or 750 mm). Epoxy is poured into the assembly af-
ter the cables are installed to transfer electromagnetic

loads to the pipe. The cables will be routed out of the vacuum vessel through Wilson-type vacuum seals.
These coils are powered by capacitor banks at currents up to 25 kA and pulse durations of about 0.2 ms
either by a 38 kJ bank at 19.6 kV or a 23 kJ bank at 12.3 kV.
c.3.2 External Coil System
Guide Field (GF) Coils. The GF coil system, shown in Fig. 5, generates a field of 0.5 Tesla in the toroidal
direction at R=0.75 m with a flattop duration of 3 ms. AWG 3/0 cable with a central water cooling tube
similar to that used for the flux core will be used for the central leg portions and the portions located in
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Plasma-­‐based	
  nanotechnology	
  
•  New	
  project	
  funded	
  by	
  Basic	
  Energy	
  Sciences/DOE	
  
	
  	
  “	
  Fundamental	
  Studies	
  of	
  Synthesis	
  of	
  Nanomaterials:	
  A	
  joint	
  	
  	
  	
  	
  	
  	
  
	
  	
  	
  	
  challenge	
  for	
  plasma	
  and	
  materials	
  sciences”	
  

•  Collaborators	
  from	
  	
  
	
  George	
  Washington	
  University	
  
	
  Case	
  Western	
  Reserve	
  
	
  Princeton	
  University	
  

	
  
•  Plasma	
  nano	
  lab	
  setup	
  using	
  	
  
	
  	
  	
  	
  	
  internal	
  funds	
  (LDRD)	
  
	
  
	
  	
  	
  	
  	
  	
  	
  

	
  

	
  
	
  
	
  
	
  

•  Plasmas	
  offer	
  possibility	
  of	
  high	
  throughput,	
  less	
  fabrica=on	
  cost,	
  
op=mized	
  material	
  proper=es	
  

•  Challenge	
  to	
  understand	
  plasma	
  behavior,	
  plasma-­‐material	
  
interac=ons,	
  and	
  material	
  proper=es	
  

	
  



PPPL	
  Collaborates	
  Around	
  the	
  World	
  	
  
Design	
  &	
  Procurement	
  of	
  ITER	
  steady	
  state	
  electric	
  network	
  

A	
  success	
  of	
  technical	
  and	
  
procurement	
  challenges	
  



PPPL	
  Led	
  Design	
  of	
  Some	
  ITER	
  Internal	
  Systems	
  
Using	
  Integrated	
  Design	
  Capabili=es	
  

•  System	
  design	
  for	
  diagnos=c	
  port	
  plugs	
  

	
  
•  Internal	
  magne=c	
  coils	
  
	
  	
  	
  	
  	
  (in	
  radia=on	
  field)	
  

	
  
	
  
	
  


